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[INSERT SCHOOL] Generative AI Policy

Rationale

At <our school> we understand the benefits of technology to support learning, and that the responsible, safe and effective use of technology is in and of itself a valuable skill. We also recognise that as with any technology, generative AI has its challenges and limitations. We will endeavor to ensure that our students, teachers, whānau & family are well informed, and well prepared for the use of this technology in a learning context. 


Policy Statements

Guidelines for Appropriate Use: Students at <our school> will be provided with clear guidelines on the appropriate use of generative AI tools. This includes understanding the purpose and limitations of AI. Students will be encouraged and supported to critically assess AI-generated information, ensuring they verify facts and understand the context of the content generated. 

Respecting Intellectual Property and Originality: The school recognises the importance of respecting intellectual property rights when using generative AI. Students and Staff will be supported to develop their understanding of the implications of using AI-generated content that may infringe upon others’ copyrights or that may not be original. This will include education on how to properly cite AI-generated content and the significance of producing original work. It will also include the potential misuse of AI in plagiarism, which is in line with our <insert name of policy>, which explains academic honesty and integrity. 

Digital Citizenship and Ethical Considerations: In line with our <insert name of online safety or digital citizenship policy> our students will be educated about digital citizenship, focusing on ethical considerations when using Generative AI. This includes understanding the potential biases in AI, the ethical implications of using AI-generated content, and the importance of using AI responsibly. We will support students and staff in using AI in a way that is consistent with the school’s values and ethical standards.
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Generative Al Policy for Schools

Guidelines for use of generative Al Policy for Schools

It is important that schools clearly define the rationale and procedures for the inclusion of digital
technology as learning tools, including the opportunities, duty of care, and desired outcomes, to
provide clarity around its purpose and intention for the school and community.

Generative Artificial Intelligence (Al) is technology that can generate new content such as text,
images, videos, or music. It works by learning patterns from existing data and understanding the
context and intent of language, images, video and other forms of digital content.

Netsafe has created this policy template to support schools as they consider the use and impact
of generative Al in a learning context. As with any technology that could have an application in
learning, the beginning of its use in a classroom creates questions, issues and often concerns. By
setting out its position with regards to the responsible use of technology such as generative Al,
the school can begin a conversation about how they see its use, and what they can do to try and
answer the questions that students, staff and the community may have.

Students, teachers, parents, and the wider community each have different needs, so Netsafe has
developed a policy template, to enable boards to assemble into a complete policy, or use to add
to an existing policy, for example as part of a school’s online safety or digital citizenship policy, in
order to fit the needs of your school environment.

The technology that students utilise today, will form the basis of the technology used throughout
their educational and professional lives. It is crucial that we help them to understand not only their
rights but also the responsibilities that go along with the tools that are at their disposal.

The policy statements are in two sections - Rationale, and Policy. They are written with the
expectation that there will be procedures developed to support the policy’s implementation.

It is also expected that the board will consult with all aspects of the school community in the
development of policy such as this. We believe that community support is a vital component of the
development of the use of technology in teaching and learning.
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